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Abstract

This document provides detailed information about the network redesign project undertaken for TWN Communications Group, Ltd.  It includes comprehensive configuration details for individual network devices and the network infrastructure as a whole.  Furthermore, justification is provided for individual design decisions that illustrates how the organization’s design requirements and design features were met and/or exceeded.
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Project Documentation
Customer Overview
TWN Communications Group, Ltd. is a small IT services contractor located in southwest Michigan.  At present, the organization provides limited contracting services for neighboring organizations as well as web and e-mail hosting services.  The organization intends to significantly expand operations in the first quarter of 2011 to encompass a variety of related services.  One of the foremost forthcoming services involves providing remote access to a networking lab for educational use and network simulation testing.

The organization’s existing network is not sufficient to meet the security, reliability, and capacity demands associated with these forthcoming services, or to continue to fuel growth in existing business lines.  To support continued growth and new business initiatives, TWN’s existing network will need to be completely overhauled.  Newer equipment will replace legacy hardware in an effort to improve reliability and capacity.  A variety of new appliances and modules will also be introduced to the network to add new functionality and further improve security of the completed network.

Legacy Network

Prior to planning any network upgrades or deciding upon new functionality or performance considerations, it was important to first determine how the existing network was constructed.  This knowledge was an important prerequisite that would help determine whether or not desired functionality could be augmented into the existing network or if the network would have to be completely rebuilt from scratch.  The legacy network was carefully documented and reviewed to determine how the infrastructure was built and what the performance envelope was for each device and for the network as a whole.

TWN Communications Group’s legacy network consisted of a single perimeter device.  A Cisco 1760 router was positioned at the edge of the network and provided connectivity from the Internet directly to the internal core switch.  The router was responsible for all network address translation (NAT) and port address translation (PAT) operations on the network.  The router was running the IP Services variant of IOS version 12.3(12) which did not offer IP firewall, network monitoring, or intrusion detection services.
The core network consisted of a single Cisco Catalyst 2950T-48-SI switch running the standard image of IOS version 12.1(22)EA6.  The Cisco 2950 is a layer switch that cannot perform inter-VLAN routing.  The organization’s network utilized two VLANs that segregated web hosting traffic from trusted internal traffic.  Since the core switch was incapable of performing inter-VLAN routing, all inter-VLAN traffic was handed off to the Cisco 1760 router for routing and redelivery to the appropriate VLAN.
The Cisco 1760 router is not capable of handling traffic from multiple VLANs over a single trunk.  To overcome this limitation, the 1760 router used by TWN Communications Group utilized a second 10BASE-T connection back to the core switch.  One VLAN flowed over each of the two links to two separate interfaces on the router.  Due to the lack of additional Fast Ethernet interfaces on the 1760 router, each VLAN was only capable of 10 megabit connectivity to the router.  This limited traffic between VLANs and traffic from either VLAN to the Internet to a maximum of 10Mbps full duplex.
The following VLANs were in use by the organization at the beginning of the project:
	Current Network Segregation

	VLAN ID
	VLAN Label
	Net Address
	Subnet Mask
	Description

	11
	TWN-Secure
	10.1.1.0
	255.255.255.0
	Secure Internal Traffic (Employees)

	12
	TWN-Guest
	10.1.2.0
	255.255.255.0
	Untrusted Guest Traffic (Customers)


TWN Communications Group provided wireless connectivity to the facility using two Cisco AiroNet wireless access points.  The north side of the facility was served by a Cisco AiroNet 350B access point using two fixed 1.2db antennas.  The 350B was running version 12.05 of the VXworks operating system and could not to IOS.  Moreover, it was not capable of receiving upgraded radios or larger external antennas.  

The south side of the facility was served by a larger Cisco AiroNet 1220B wireless access point running two 2.2db dipole antennas.  This system was also running VXworks 12.05.  It was capable of being upgraded to IOS and could support radio and antenna upgrades.  As configured, both wireless access points were equipped solely with 802.11b radios at 2.4GHz and were capable of a maximum sustained throughput of 11Mbps.  Encryption on both radios was handled using the obsolete and insecure wired equivalent privacy (WEP) encryption scheme.  No centralized authentication system was used and all users were provided with a single shared key.
The following hardware schedule depicts the hardware and operating systems present in the legacy network design:

	Existing Hardware Schedule

	Count
	Vendor
	Product
	Operating System

	1
	Cisco
	1760 Router
	12.3(12) IP Services

	2
	Cisco
	WIC-1ENET Ethernet Module
	N/A

	1
	Cisco
	WS-C2950T-48-SI Switch
	12.1(22)EA6

	1
	Cisco
	AiroNet 1220B Access Point
	VXworks 12.05

	1
	Cisco
	AiroNet 350B Access Point
	VXworks 12.05


The legacy network was then carefully modeled and used as a baseline for planning of the replacement network.  If the implementation plan for the new network failed, this document could be used in conjunction with the archived appliance configurations to quickly restore the original network to operational status.  The legacy network overview is as follows:
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Once the existing physical layout was mapped, a second process was undertaken to ensure all involved parties had a thorough understanding how the legacy network operated.  A state mapping process was completed that shows the logical data flow through the network.  In the diagram on the following page, traffic enters the legacy network through  service provider-owned gateway in step 1.  This device acts as an unrouted gateway and could not be modified or removed during the overhaul.  

In step 2, traffic was passed to the organization’s Cisco 1760 edge router through interface Fa0/0.  It was then translated using NAT or PAT onto the appropriate VLAN.  Traffic from VLAN 11 was passed through interface E0/0 and delivered to interface Fa0/1 on the Cisco 2950 switch.  Traffic destined for VLAN 12 would instead pass through interface E1/0 on the 1760 and would be forward to interface Fa0/3 on the 2950 switch.
In step 3, the 2950 would handle end-to-end delivery of network traffic to the appropriate device once it was received on the appropriate VLAN.  This would end the delivery process for traffic that was received from the Internet.  If traffic from one VLAN needed to be routed to the opposing VLAN, it would be passed back to the Cisco 1760 router as depicted in step 4.  The router would then forward the traffic to the correct VLAN and pass it back to the switch over the appropriate interface as depicted in step 5.
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The following image and network model depict the production rack as it existed at the beginning of the project.  It should be noted that three additional switches were located in the production rack that were unused.  Since these devices were not in production at the beginning of the project and the organization had no plans to place them into production, they were not taken into consideration during the needs analysis, network planning process, or implementation.
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Project Goals

After determining the design, capacity, and functionality of the existing network, I was able to work closely with the organization to determine their needs moving forwarding.  The resulting needs analysis document divided the organization’s needs and desires into two categories.  Any functionality elements that were considered absolute necessities were listed as design requirements.  Any network proposal brought to the company for consideration had to include each design requirement to be considered viable (McCabe, 2007).  

The second category, known as design features, included any functionality elements that were desirable but not absolutely necessary.  These items were to be included in network proposals wherever possible, but they could be excluded if they were infeasible or prohibitively complex or expensive to implement.  The majority of the design features requested by the organization were included in the final proposal.

The complete and detailed list of design requirements and design features is provided in the needs analysis document.  However, a brief overview of several of the most significant features and requirements are included here to illustrate why certain design decisions were made in the network design process.
Design Requirements – Network Segregation
The most important design requirement enumerated by the organization was enhanced segregation between network segments.  As iterated previously, the organization only had two network segments moving into the project.  One VLAN provided connectivity for employees and trusted assets such as workstations and internal servers.  The second VLAN served as a demilitarized zone (DMZ) for the organization’s web and e-mail hosting servers.  Due to hardware limitations, the organization’s existing network was not capable of handling additional routed VLANs.

The organization required additional segregation moving forward.  At a minimum a third VLAN would have to be provisioned for lab equipment and customers accessing that equipment, and a fourth VLAN would be needed for guest traffic.  Inter-VLAN traffic would also climb substantially due to the increased network segregation and higher traffic flow.  
To meet the increased VLAN count and throughput requirements, it was determined that inter-VLAN routing would be moved from the router to the core switch in the new network design.  A Cisco Catalyst 3550T-48-EMI switch was chosen for this purpose.  The 3550T-48-EMI is a multilayer (or layer 3) switch that is capable of routing packets between VLANs without relying upon an external router.  This particular switch is a 48-port model that can support up to 1,005 VLANs (TechTarget, 2009).  Traffic can be routed between VLANs at wire speed, or 100Mbps.
A total of seven VLANs were implemented throughout the course of the project to meet the organization’s network segmentation requirement.  The existing internal VLAN 11 was carried over to the new network with the same VLAN ID and addressing scheme.  VLAN 12 was assigned to the lab equipment that makes up the organization’s educational infrastructure.  VLAN 13 provides basic Internet access for guests and vendors, and VLAN 14 has replaced the DMZ hosting functionality that was originally provided by the legacy VLAN 12.  

The proposed network design also required three additional VLANs that are utilized solely for network management traffic.  VLAN 21 provides point-to-point failover communications between two firewall appliances and VLAN 22 provides connectivity between the firewalls and the intrusion detection appliance.  VLAN 24 is used solely to provide connectivity to a network analysis module located in the edge router.  These VLANs are used solely to provide connectivity between network devices and do not directly support workstations, servers, or other hosts.

The following table lists the VLAN ID, label, and addressing scheme for each of the six VLANs:
	VLAN Schedule

	VLAN ID
	VLAN Label
	Net Address
	Subnet Mask
	Description

	11
	TWN-Secure
	10.1.1.0
	255.255.255.0
	Secure Internal Traffic (Employees)

	12
	TWN-Lab
	10.1.2.0
	255.255.255.0
	Lab Equipment (Customers)

	13
	TWN-Guest
	10.1.3.0
	255.255.255.0
	Untrusted Guest Traffic (Customers)

	14
	TWN-Hosting
	10.1.4.0
	255.255.255.0
	DMZ for Server Hosting (Public Access)

	21
	TWN-PIXFailover
	10.2.1.0
	255.255.255.248
	PIX Failover Interfaces

	22
	TWN-PIXExternal
	10.2.2.0
	255.255.255.248
	IDS Internal Interface, PIX External Interfaces

	24
	TWN-NAM
	10.2.4.0
	255.255.255.248
	Network Analysis Module


Design Requirements – VPN Connectivity

The existing network provided limited VPN connectivity for the organization’s employees.  The Cisco 1760 was used as a VPN endpoint for 168-bit Triple DES tunnels.  Due to the lack of dedicated encryption hardware, the router was limited to a maximum theoretical VPN throughput of 1.5Mbps.  This effectively limited the organization to a maximum for three to four simultaneous VPN connections.  Moreover, the hardware was unable to support encryption standards stronger than Triple DES (Cisco, 2005).
The organization’s upcoming lab rack rental service would require VPN connectivity from up to ten customers at any given time.  This could potentially increase three-fold within eighteen months.  Furthermore, the organization must be able to support up to twenty additional connections from employees, vendors, and other sources.  As such, the proposed solution had to support a minimum of fifty simultaneous VPN connections.

Moreover, any proposed VPN solution had to meet strict security guidelines.  First and foremost, all VPN traffic had to be segregated onto the appropriate destination VLAN based upon the users credentials.  A lab customer, for instance, must be placed into the lab network segment on VLAN 12.  Employees, on the other hand, would require access to the trusted network on VLAN 11.  All traffic had to be handled using the strongest available encryption method, 256-bit AES.

To meet the security and capacity requirements, a dedicated VPN concentrator was suggested to the organization.  A Cisco 3030 VPN concentrator with a single SEP-200U was chosen for this purpose.  This configuration permits up to 1,500 simultaneous VPN connections with a composite throughput of 9-18Mbps per connection (Cisco, 2004).  Moreover, the Cisco 3030 VPN concentrator can handle a variety of encryption standards including 128-bit and 256-bit AES.

Design Requirements – Wireless Infrastructure

The organization’s existing wireless infrastructure was obsolete.  The Cisco AiroNet 350B and 1220B access points were both running the unsupported VXworks operating system.  These units were only capable of 802.11b operation at 11Mbps and could only handle the insecure WEP encryption standard.  The organization required throughput at 20Mbps or greater and mandated the use of the WPA2 encryption standard.  Moreover, the organization wanted each device to support a minimum of three SSIDs, each of which would be connected to a different VLAN.

To meet these needs, it was determined that both pre-existing devices would have to be retired.  They were replaced with two newer Cisco AiroNet wireless access points.  The Cisco AiroNet 1231G-A-K9 and 1242G-A-K9 were chosen to meet the organization’s needs.  Both devices were capable of simultaneous 802.11a, 802.11b, and 802.11g connectivity.  Each device was connected to the core network using 802.1q VLAN trunks, allowing multiple VLANs to reach the access points over a single Fast Ethernet interface.  

VLANs 11, 12, and 13 reach each access point and are broadcast as TWN-AirSecure, TWN-AirLab, and TWN-AirGuest, respectively.  The WPA2 encryption standard is used to secure all traffic that flows across all three SSIDs.  Unique authentication credentials are issued to each user and authenticated through a centralized RADIUS infrastructure for the TWN-AirSecure and TWN-AirLab SSIDs.  Local authentication using a single 26-bit key is used to authenticate guests to the TWN-AirGuest SSID.

Design Requirements – Perimeter Security

The single largest and most complex design requirement involved perimeter security.  The organization’s legacy network offered no intrusion detection, stateful packet inspection, deep packet inspection, or anti-X protection for inbound network traffic.  The organization’s increasing reliance upon their network and the increasingly hostile nature of inbound network traffic necessitated the implementation of a variety of perimeter security techniques.  At a minimum, the organization required the implementation of intrusion detection and prevention technology, antivirus and anti-malware scanning, deep packet inspection, and stateful packet inspection.
To meet these needs within the organization’s limited budget, two separate layers of protection would need to be implemented.  To meet the intrusion detection, intrusion prevention, and anti-X requirements, a Cisco IDS 4215 appliance was implemented directly inside of the organization’s perimeter router.  This device scans all inbound and outbound traffic transparently as it passes through the network perimeter.  It uses both definition-based and heuristic scanning techniques to detect malicious traffic including IP spoofing, viruses, malware, and denial of service attacks. 

The intrusion detection appliance has been configured to interact with both the edge router and the firewall.  If an attack is detected, the IDS will immediately drop the malicious traffic before it reaches the internal network.  It will then modify access lists on both the router and firewall to ban any future connectivity from the offending host.  Alerting has been configured to provide a permanent log of all malicious activity that has been detected by the IDS.
Deep packet inspection and stateful packet inspection required a second layer of security.  To meet this need, the PIX 525 firewall with a dedicated encryption accelerator was selected.  The PIX 525 is capable of scanning and forwarding up to 330Mbps of traffic (Cisco, 2006).  It recognizes a variety of common protocols including HTTP, FTP, SMTP, and IPSec and can detect and respond to abnormal traffic patterns encapsulated within these protocols.
Design Requirements – Reliability

The organization’s growing reliance upon their network for the majority of their business operations has ensured that reliability of the network is a foremost concern.  Although the organization could not articulate specific uptime requirements, they repeatedly stressed the importance of reliability throughout the needs analysis process.  While building the network proposal, an effort was made to determine the reliability of each individual component and for every network protocol that would be utilized in the proposed design.

This process had a significant impact on both the proposed hardware and on the network design itself.  To meet the organization’s reliability requirements, a reliable router with redundant power supplies was chosen to serve at the network perimeter.  A Cisco 3745 router with two power supplies was chosen to fill this requirement.  The 3745 router offers an extremely high mean time between failure of 250,000 hours.  Moreover, it utilizes a highly modular design, thus permitting a failed module to be swapped quickly to return the device to service.

Another area of consideration was redundancy in the organization’s firewall infrastructure.  The proposed PIX 525 firewall does not offer a redundant power supply or the highly-modular platform that is seen with the 3745 router.  To overcome this limitation, a second PIX 525 was added to the design and configured in tandem with the first firewall to act as a failover bundle.  Both appliances were configured to constantly transmit TCP state information between one another.  In the event of a hardware, network, or power failure on one device, the opposing PIX firewall will instantaneously and seamlessly overtake the operations of its failed partner.
Finally, the elimination of the “router-on-a-stick” model used for inter-VLAN routing will improve the resiliency of the network as a whole.  With the existing network, the failure of the edge switch would eliminate all inter-VLAN routing, thus stranding each device on its own local subnet.  By removing the router from the inter-VLAN routing equation, all routing between VLANs is now performed locally on the core switch.  Although the failure of the edge router would still eliminate connectivity to the Internet, it would have no impact on the ability of network devices to interact with one another, regardless of VLAN.

Design Features – Centralized Authentication
The legacy network used local authentication for all aspects of network connectivity.  Management interactions with network devices were authenticated against local user databases on each device.  Connectivity to the wireless network was also authenticated using local user databases on each wireless access point.  Even VPN connectivity was authenticated locally against the user database on the organization’s edge router.  

This configuration required separate accounts to be created on every network device the user needed connectivity to.  Something as simple as a password change would have to be performed on four separate devices, and no accounting process existed to track user access or actions performed on those network devices.  The increase in network devices required to meet the organization’s design requirements would significant increase the burden required to continue authenticating clients locally.

Although it was not considered a design requirement, the organization wanted to move to a centralized authentication system.  The organization wanted VPN access, wireless network access, and connectivity to all management interfaces to be handled using a single centralized database.  Ideally, the organization wanted to extend use of their existing Active Directory infrastructure to serve this purpose.

This design feature was fulfilled through the use of the RADIUS protocol.  Internet Authentication Service, or IAS, was implemented on one of the organization’s domain controllers to handle authentication requests.  Each network device was then configured to pass authentication requests to the IAS server, which in turn passes the request to Active Directory.  IAS is configured to verify the user’s credentials and check for membership in the appropriate Active Directory group prior to permitting the user to log on to the device.
Seven security groups were created in Active Directory and linked to unique IAS profiles.  Three VPN groups were created to permit VPN connectivity to VLANs 11, 12, and 13 by employees, lab customers, and guests, respectively.  Two wireless groups were created to permit access to VLANs 11 and 12 by employees and lab customers.  Wireless connectivity to the guest SSID is handled using a pre-shared key and does not utilize RADIUS authentication.  Two additional groups were created to permit management access to all network devices.  Once permits level 15 administrative access, while the other is limited to level 1 read-only access.  

The following screenshot depicts the Active Directory configuration of the seven groups:
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Design Features – Internal Intrusion Detection

Although the perimeter provides significant security improvements over the legacy network, it is incapable of protection the network from threats that occur inside of the perimeter.  Due to the nature of the organization’s business, a number of untrusted guest machines are introduce to the network by customers and vendors.  This traffic is segregated from the trusted internal network through the use of a guest VLAN, but this setup provides no protection between guests located side-by-side on the guest VLAN.  A customer that introduces an infected device to the guest VLAN could potentially infect other customers or vendors, creating a potentially embarrassing situation for the organization.

To limit the likelihood of this scenario occurring and reduce the impact it might have, the organization requested the implementation of a network-based intrusion detection and prevention system that would monitor traffic as it passes across the guest VLAN.  This request was satisfied by mirroring traffic from the guest to a spanned port on the Cisco 3550 core switch.  The spanned interface is connected to a dedicated port on the IDS 4215, thus ensuring a copy of every packet transmitted across the VLAN arrives at the intrusion detection appliance.  Traffic from VLANs 11 and 12 was also spanned to the IDS since additional interfaces and processing capacity was available.

Since VLAN traffic is effectively copied to the IDS and does not pass directly through it in the same manner as inbound or outbound Internet traffic, the IDS is not capable of dropping malicious packets.  To overcome this limitation, the IDS was configured to interact with the Cisco 3550 switch.  If it detects malicious traffic, it passes the MAC address of the offending source to the switch via SSH.  The switch then performs an ARP request to determine which interface the device is on and shuts down that interface.  The IDS simultaneously issues an alert that can be acted upon by a staff member.
Design Features – Network Analysis

Finally, the organization desired a detailed overview of traffic that passes through the network perimeter.  This would allow them to track traffic utilization trends over time to predictively upgrade hardware and provision additional bandwidth before untenable congestion occurred.  Moreover, network analysis could be performed during periods of high congestion to track down offending hosts.
Although the PIX 525 firewalls, 3745 router, and 4215 IDS appliance were capable of reporting real-time utilization, none of these devices offered detailed breakdowns of utilization by source or destination IPs, ports, or applications.  Moreover, none of these devices offered historical trending, thus requiring the organization to manually record utilization.  To meet the organizations request for network utilization trending, a Cisco NM-NAM network analysis module with a 40GB hard drive was installed in the Cisco 3745 perimeter router.  This device receives utilization statistics from the 3550 core switch, the 2950 ancillary switch, both wireless access points, and both PIX firewalls.  The 4215 IDS is not compatible with the NM-NAM network module.
The following screenshot shows the output of the NM-NAM module shortly after implementation.  Any data shown in the overview can be drilled into, including source and destination IP, source and destination port, application type, etc.
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Network Design
The implemented network design utilizes a defense-in-depth approach to network security.  All inbound traffic from the Internet first passes through a Cisco 3745 MSR router.  The Cisco 3745 was upgraded to it’s maximum supported allotment of 512MB of RAM and 128MB of flash.  A Cisco AIM-VPN/HPII-PLUS encryption module was installed to offload encryption processing duties from the router’s CPU.  As mentioned previously, an NM-NAM network analysis module with a 40GB disc was also installed to fulfill network monitoring functions.  Finally, the router was upgraded to the Advanced Enterprise Services instance of the latest mainline IOS version, 12.4(25c). 
Traffic reaches the Cisco 3745 router from the Internet gateway on interface Fa0/0.  It is then processed by the network analysis module installed in slot 2.  The router then performs a one-to-one NAT operation on all traffic, shifting it from public IP 75.151.2.133 to private IP 10.2.3.3.  Once the NAT operation has been completed on an inbound packet, it is forwarded out interface Fa0/1 to the Cisco 4215 intrusion detection appliance.

The Cisco 4215 receives inbound traffic on interface Fa0/1.  It is configured as a transparent appliance so neither the internal nor external interfaces have IP addresses associated with them.  Traffic is transparently passed from the receiving interface to the sending interface Fa1/0, which then forwards traffic toward the core.  The Cisco IDS 4215 was upgraded to the latest IPS engine, v6.0(6)E4.  A four port Fast Ethernet module was installed to provide additional connectivity to internal VLANs 11, 12, and 13.  These interfaces are used to monitor traffic as it crosses each of these three subnets.

The IDS performs antivirus, antimalware, anti-spam, and intrusion detection/prevention functions on all traffic that reaches and/or passes through the system.  The IDS has been configured to interact with the Cisco 3745 router, the Cisco PIX 525 firewall bundle, and the Cisco 3550 switch in the event an attack is detected.  Inbound attacks sourced from the Internet are dropped by the IDS and access control lists on both the router and the firewall are updated to block future connectivity from the offending source.  

Offending traffic that originates internally that attempts to exit the network via the Internet is also be dropped and blocked in the same fashion.  Malicious traffic that originates internally and attempts to reach other internal network devices cannot be dropped in real time.  However, the IDS is configured to contact both the 3550 and 2950 switches to shut down interfaces associated with that traffic.
Once inbound traffic from the Internet has been scanned by the IDS and deemed safe, packets are permitted to exit the IDS via interface Fa1/0.  It is sent to the Cisco 3550 switch in interface Fa0/1 which is assigned to VLAN 22 as an access port.  Interfaces Fa0/4 and Fa0/5 are also assigned to VLAN 22 and are connected to the Eth0 interfaces on both PIX 525 firewalls.  This configuration permits inbound traffic from the IDS to reach the external interfaces of either PIX firewall appliance.
The PIX firewalls are responsible for a variety of functions including deep packet inspection, stateful packet inspection, and network/port address translation.  The PIX firewalls utilize the Eth2 interface to communicate with one another.  These interfaces are connected to interfaces Fa0/2 and Fa0/3 on the 3550 switch and use these interfaces to maintain a heartbeat between the failover bundle and to communicate conversation state information between one another.  The interfaces are connected to one another through the Cisco 3550 to ensure that a local network adapter failure is not misinterpreted as the total failure of the opposing PIX appliance.

Once an inbound packet is received by the active PIX firewall, the device performs stateful packet inspection, or SPI.  SPI is a process in which the firewalls keeps track of the state of each ongoing conversation.  This allows the firewall to detect improper packets that arrive “out of place” in the conversation.  For instance, the firewall will drop any packet that arrives for a conversation that has already ended.  This prevents attackers from hijacking legitimate conversations.

The PIX firewall then performs deep packet inspection.  Deep packet inspection, or DPI, is a process in which the firewall examines the contents of a packet to ensure they conform to the appropriate protocol.  This prevents packets from being transmitted on incorrect ports.  An RDP packet arriving on TCP port 80, for instance, would be dropped because TCP port 80 is reserved for HTTP traffic.  Deep packet inspection is also used to block well-known exploits for a variety of protocols.  For instance, HTTP traffic containing excessively long URLs often indicates a buffer overflow attack is underway.  DPI thus blocks HTTP traffic with URLs over 256 characters.

Finally, the PIX 525 bundle has been configured to perform port address translation (PAT) for the network.  A single external IP address of 10.2.3.1 is used by the active PIX firewall to communicate with the Cisco 3745 router.  All internal hosts across all VLANs are channeled through this single IP address.  The PIX firewalls map outbound requests to unused ports and keep track of conversations from initiation through completion.  The tunnel is then torn down and can be reused for future requests.  

Inbound traffic that makes it through the SPI, DPI, and PAT processes is then permitted to reach internal VLAN 11 through interface Eth1.  Eth1 is connected to interfaces Fa0/6 and Fa0/7 for the primary and secondary PIX firewalls, respectively.  Any traffic that reaches this point is considered trusted.
Ancillary Network Design

Due to geographical considerations, a second switch was provisioned solely to provide connectivity to the lab rack and wireless access points.  A Cisco 2950T-24-EI switch was selected for this purpose.  This switch is a 24-port Fast Ethernet model that is only capable of layer 2 switching.  It relies upon the 3550 core switch for all inter-VLAN functionality.  Interfaces Fa0/1 through Fa0/4 are bundled into a single 400Mbps EtherChannel link that connects to interfaces Fa0/17 through 20 on the core switch.  This EtherChannel is highly resilient and will provide automatically scale down and back up in the event one or more of the four individual links is lost.

VLAN trunking protocol, or VTP, was configured between the two switches to simplify the VLAN management process.  Any additions, deletions, or alterations made to the VLAN database on one switch will automatically be reflected on the opposing switch.  The VTP negotiation and update process is protected by encrypted MD5 digest authentication on both switches.  This prevents unauthorized parties from injecting VLAN updates onto the network and enumerating network information or launching a denial of service attack aimed at the VLAN infrastructure.
Network routing is performed at three locations.  The Cisco 3745 router at the edge of the network routes traffic between the Internet and the organization’s network.  The Cisco PIX firewalls then route traffic between the untrusted edge of the network and the trusted internal network.  Finally, the Cisco 3550 switch performs inter-VLAN routing between three of the four internal VLANs.  

Routing is handled dynamically on all three devices through the use of the EIGRP protocol.  Network updates or hardware failures on any of the three devices is automatically propagated to the other two devices.  EIGRP announcements and routing updates are automatically encrypted and authenticated on all three devices using MD5 authentication digests.  This prevents malicious reconnaissance, denial of service attacks, and man-in-the-middle attacks that could potentially occur if routing traffic was not encrypted and authenticated during transmission.

Finally, a Cisco 2511 router was added to the lab rack to facilitate customer access to the lab rack.  The Cisco 2511 router provides sixteen synchronous serial connections that have been configured to interoperate with the console ports found on Cisco network hardware.  This setup allows customers to connect to the Cisco 2511 router and have simultaneous console access to every device in the lab.

The following document shows the physical layout of the network, including cabling and interface utilization for all production network devices:


[image: image7.emf]W2 W1 W0

CF

AUX CONSOLE

ACT

LINK

100 Mbps

ACT

LINK

100 Mbps

FASTETHERNET 0/1FASTETHERNET 0/0 POWERSYS

CISCO3745-IO-2FE

ETM AIM0 NPAAIM1

Cisco 3550-48-EMI Switch

IOS v12.1(11)EA1 IP Services

Cisco 3745 MSR Router

IOS v12.4(25c) Adv Ent Svcs

512MB RAM/128MB Flash

NM-1FE1R2W, NM-NAM 40GB

AIM-VPN/HPII-Plus VPN Accelerator

Cisco PIX 525-UR Firewall

PIX OS v8.0.4 Unrestricted

PDM v6.1, 768MB RAM

PIX-VAC-PLUS Accelerator

Cisco PIX 525-FO Firewall

PIX OS v8.0.4 Failover

PDM v6.1, 768MB RAM

PIX-VAC VPN Accelerator

EN

W0

W1

1E

1W

A/UI

ETHERNET 0

ACT

LINK

TOKEN RING 0

STP

Internet

F

a

0

/

0

Cisco 2950T-24-EI

IOS v12.1(22)EA13

SMC Cable Gateway

Bridging Mode

Internet Traffic

Untrusted Traffic

Trusted Access

Trusted Trunk

Final Network Layout

IT499-01P

75.151.2.133

75.151.2.133

Prepared by J. Rogers Legend

CONSOLE USB

100Mbps

10/100 ETHERNET 0

ACT LINK100MbpsACT LINK

10/100 ETHERNET 1

10

0

-24

0

V 

~ 1

.5

/0

.75

a 

ID

S 

4

21

5

5

0/

60

 H

z

A

1

3

2

4

CONSOLE

RESET

LINK

COLL

PRIVATE

TX

100

LINK

COLL

PUBLIC

TX

100

LINK

COLL

EXTERNAL

TX

100 B

POWER

STATUS

SEP-200U

UTIL

STAT

DUPLEX

SPEED

SYSTEM

RPS

CATALYST 3550

2

1

35

36

37

38

39

40

41

42

33

34

43

44

45

46

47

48

19

20

21

22

23

24

25

26

17

18

27

28

29

30

31

32

3

4

5

6

7

8

9

10

1

2

11

12

13

14

15

16

NM-NAM

Fast Ethernet      0

CF

LINKACT

DISK

PWREN

WARNING!!

Shut down NM-NAM application

before removing or power cycling.

Cisco VPN 3030

VPN OS v4.7(2)P

512MB RAM, 1x SEP-200U

Cisco IDS 4215

IPS Engine v6.0(6)E4

SYSTRPS

STRTDUPLXSPEED UTIL

MODE

Catalyst 2950

SERIES

1 2

3

4

5

6

7

8

9

10

11

12

1

2

15

16

17

18

19

20

21

22

23

24

13

14

CISCO AIRONET 1200I WIRELESS ACCESS POINT

CISCO AIRONET 1200I WIRELESS ACCESS POINT

Cisco 1242G-A-K9

IOS v12.4(21a)JA1

Cisco 1231G-A-K9

IOS v12.3(8)JED

F

a

0

/

1

F

a

2

/

0

F

a

0

/

1

F

a

1

/

1

F

a

1

/

2

F

A

I

L

O

V

E

R

PIX-525

100 Mbps LINK ACT

10/100 ETHERNET 1

100 Mbps LINK ACT

10/100 ETHERNET 0USBCONSOLE

F

A

I

L

O

V

E

R

PIX-525

100 Mbps LINK ACT

10/100 ETHERNET 1

100 Mbps LINK ACT

10/100 ETHERNET 0USBCONSOLE

E

t

h

2

E

t

h

0

E

t

h

1

E

t

h

2

E

t

h

0

E

t

h

1

P

u

b

l

i

c

P

r

i

v

a

t

e

E

x

t

e

r

n

a

l

Spanned Traffic

8

0

2

.

1

q

E

t

h

e

r

C

h

a

n

n

e

l

Failover

Guest Access

Server 2

Exchange, Web (443)

Server 1

Active Directory, RADIUS, 

Web (80/444)

F

a

0

/

1

F

a

0

/

3

F

a

0

/

5

F

a

0

/

7

F

a

0

/

9

F

a

0

/

1

1

F

a

0

/

1

3

F

a

0

/

2

F

a

0

/

4

F

a

0

/

6

F

a

0

/

8

F

a

0

/

1

0

F

a

0

/

1

2

F

a

0

/

1

4

F

a

0

/

1

8

F

a

0

/

2

0

F

a

0

/

2

F

a

0

/

4

F

a

0

/

6

F

a

0

/

1

F

a

0

/

3

F

a

0

/

5

G

i

0

/

1

G

i

0

/

3

802.1q

802.1q

F

a

1

/

3

F

a

1

/

0

F

a

0

/

0

F

a

0

/

1

7

F

a

0

/

1

9

F

a

0

/

1

5



The implementation process was broken into four discrete phases that occurred on consecutive weekends starting on Saturday, November 6th.  During the first phase of implementation, the production rack was completely stripped of all hardware and cabling.  The APC SmartUPS SC450 UPS was replaced by a larger, out-of-rack APC RS1500 UPS with an external BR24BP battery expansion.  Two APC AP9211 power distribution units were installed to provide network-controllable power connectivity to all of the production network hardware and the organization’s servers.

The new network equipment was then racked according to the proposed rack configuration.  All new cabling was then individually measured and hand-terminated to maximize airflow and minimize cabling clutter.  The following image shows the finished rack as it appears following the implementation of all network devices in the third phase of the implementation:
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A Skeletek C28U-4P-EX16 rack was acquired to house the organization’s lab equipment.  This rack also houses the Cisco 2950T-24-EI switch that provides connectivity to the lab equipment and wireless access points.  This equipment was installed during the second phase of implementation on Saturday, November 13th and Sunday, November 14th.  The following image depicts the completed lab rack:
[image: image9.png]



Each of these racks were built to conform with the approved rack configuration guide designed during the needs analysis process:
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The state mapping process was repeated with the newly implemented network to provide an overview of how traffic moves through the redesigned network.  In the current state map shown on the following page, traffic still enters the network through the service provider’s gateway in step 1.  It is then bridged directly to the organization’s edge router in step 2 where routing and traffic analysis take place.  

Once the router has been completed analyzing and forwarding the traffic, inbound traffic then reaches the IDS in step 3.  Antivirus, antimalware, anti-spam, and intrusion detection/prevention operations are then performed on the traffic.  If the traffic is deemed clean, it is then passed to the PIX firewall bundle in step 4.  The PIX performs firewall services including deep packet inspection and stateful packet inspection.  It also performs port address translation prior to passing the traffic on.
Once traffic passes through the PIX firewall, it is then analyzed to determine whether or not it is VPN traffic.  VPN traffic forwarded to either the VPN concentrator in step 5.  The VPN concentrator establishes a 256-bit AES tunnel and prompts the user for authentication credentials.  These credentials are then passed to the RADIUS server located on the Active Directory domain controller TWN-Server.  If authentication is successful, the VPN concentrator ties the established tunnel to the appropriate VLAN based on the users credentials.

Any non-VPN traffic passes directly from step 4 to the core switch in step 6.  Likewise, once authentication succeeds, VPN traffic is permitted through the VPN concentrator to the core switch.  All inter-VLAN traffic now remains on the core switch and no longer passes back to the edge router to be routed between VLANs.
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Budget

The total budget for the project was $4,000.  The project came in slightly under budget at $3,895.23.  Approximately 85% of the budget was spent on network hardware, while the remaining 15% was spent on cabling, cable management hardware, and the lab network rack.  The following cost schedules delineate price schedules for the network hardware and miscellaneous expenses:

	Production Hardware Schedule

	Count
	Vendor
	Product
	Unit Cost
	Total Cost

	1
	SMC
	8014 Cable Gateway
	$0.00
	$0.00

	1
	Cisco
	3745 Modular Router
	$219.95
	$219.95

	1
	Cisco
	AIM-VPN/HP-II-Plus VPN Accelerator
	$37.00
	$37.00

	1
	Cisco
	NM-NAM Analysis Module
	$150.00
	$150.00

	1
	Cisco
	4215 Intrusion Detection System
	$256.45
	$256.45

	3
	Cisco
	PIX-4FE-66  Quad-Port NIC
	$39.00
	$117.00

	2
	Cisco
	PIX-1FE Single-Port NIC
	$19.95
	$39.90

	1
	Cisco
	PIX-525-UR Firewall
	$250.00
	$250.00

	1
	Cisco
	PIX-525-FO Firewall
	$135.00
	$135.00

	1
	Cisco
	PIX-VAC-PLUS VPN Accelerator
	$40.00
	$40.00

	1
	Cisco
	PIX-VAC VPN Accelerator
	$25.00
	$25.00

	1
	Cisco
	VPN 3030 Concentrator
	$49.95
	$49.95

	1
	Cisco
	SEP-200U VPN Module
	$95.00
	$95.00

	1
	Cisco
	3550-48-EMI Multi-Layer Switch
	$320.00
	$320.00

	1
	Cisco
	2950T-24-EI Single Layer Switch
	$137.00
	$137.00

	1
	Cisco
	2511 Terminal Server
	$179.00
	$179.00

	1
	Cisco
	1231G-A-K9 Wireless Access Point
	$90.00
	$90.00

	1
	Cisco
	AIR-RM20A-A-K9 802.11a Adapter
	$21.00
	$21.00

	1
	Cisco
	1242G-A-K9 Wireless Access Point
	$235.00
	$235.00

	5
	APC
	AP9211 Power Distribution Unit
	$99.99
	$499.95

	1
	APC
	RS1500 UPS
	$229.99
	$229.99

	1
	APC
	BR24BP Battery Pack
	$159.99
	$159.99

	1
	Various
	Server 1
	$0.00
	$0.00

	1
	Various
	Server 2
	$0.00
	$0.00

	
	
	
	Total:
	$3,287.18


	Miscellaneous Cost Schedule

	Count
	Vendor
	Product
	Unit Cost
	Total Cost

	18
	Panduit
	MiniCom RJ45 Keystone
	$4.71
	$84.78

	10
	Ideal
	RJ45 Snagless Boot (10 pack)
	$1.29
	$12.90

	5
	Ideal
	RJ45 8-Position Plug (50 pack)
	$4.50
	$22.50

	1
	Essex
	Category 5e Cable (1000')
	$100.00
	$100.00

	1
	Skeletek
	C28U-4P-EX16 Network Rack
	$229.99
	$229.99

	1
	Skeletek
	Flat Shelf
	$19.99
	$19.99

	6
	Skeletek
	Cable Management Rings
	$11.99
	$71.94

	4
	Panduit
	Pack of Cage Nuts (32x)
	$8.99
	$35.96

	1
	Homaco
	Cable Management Device
	$29.99
	$29.99

	
	
	
	Total:
	$608.05


Configuration Guides

Detailed configuration information for each network device will be provided as part of the as-built documentation.  The as-built document will be forthcoming and will contain both unadulterated and annotated configuration listings.  The annotated configurations will contain line-by-line remarks that delineate the purpose of every configuration command.  Moreover, detailed information on the hardware and software provisioning will be provided for each network device, along with the physical interface connectivity requirements.  The as-built document will permit a network administrator with minimal exposure to the network to completely rebuild the network from scratch in a matter of hours.
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